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Presenter�
Presentation Notes�
Most upgrades are motivated by 2 things: either going to new hardware or because of support policies.

Premier Support – black – bug fixes, psu’s, cpu’s, etc.
Extended Support – same as Premier, but pay 10% more in first year, and 20% more in years two and three. Blue line represents first year free.  Need to notify Oracle sales rep if want to go to Extended Support.
Sustaining Support – not a good place to be.  Just fixes for existing bugs.

First patch set for 11.2 (11.2.0.2) is expected in August/September 2010.�
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Upgrade to Oracle Database 11g
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"Empty" arrows mean: no specific patch release required

Presenter�
Presentation Notes�
Need to be on these releases to get to 11g or 11g R2.  Can also get there by doing double hops, but can be time consuming.   Often when on older versions and doing an upgrade, there is a platform migration as well – going to new, more powerful hardware so other alternatives like like export and import might be a better option.�
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Different Ways To Upgrade

Stay on same OS?Stay on same OS?NN YY

UPGRADEUPGRADE
Export/ImportExport/Import

CTAS, COPYCTAS, COPY

Transportable TablespacesTransportable Tablespaces

Transportable DatabaseTransportable Database

Oracle StreamsOracle Streams
DBUA   DBUA   

Downtime >30min?Downtime >30min?

YY

NN

SQL ApplySQL Apply

ORACLE recommended

ORACLE recommended

CLI  CLI  
SQL> @catupgrd

Oracle Golden GateOracle Golden Gate

Presenter�
Presentation Notes�
These are all the different methods you can use to upgrade a database.  This talk only discusses the conventional upgrade, Command Line Interface or Manual Method, and the Database Upgrade Assistant, or DBUA.  We recommend the DBUA  because it is automated and does some of the work for you, so you don’t forget to do something like change an init.ora parameter.  We’ll look at the manual method first, then discuss the DBUA.

With these methods, you are staying on the same operating system (like Windows 32 to Windows 64) and can afford 30 – 90  minutes of downtime.

If you are changing platforms or can not tolerate much downtime, then some of the other alternatives need to be investigated.�
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Upgrade Length
•

 
How long will it take to upgrade?
•

 
Usually between 30 and 90 minutes

•
 

Independent
 

of:
•

 
Size of the database

•
 

Used datatypes

•
 

Dependent
 

mainly on:
•

 
The number of installed components and options

•
 

Valid and non-stale data dictionary statistics
•

 
Number of synonyms –

 
they'll get recompiled (upgrade from 9i)

•
 

Number of objects in XDB
•

 
To a lesser degree, if COMPATIBLE is increased:
•

 
Datafile

 
headers

 
are

 
updated

•
 

Format
 

of redo logs can change

Presenter�
Presentation Notes�
The answer:  it depends.  It doesn’t matter how large the database is because the data is not touched.  It also doesn’t matter what data types are used.  
Upgrade duration can be affected by hardware characteristics (CPU power, IO, available RAM). Beyond that, the most important factor is the number of objects in the database.
What matters is the number of components and options that need to be upgraded.  The more you have, the longer it will take.  Having valid dictionary statistics is important because they will make the optimizer more efficient.  If good dictionary statistics aren’t available, they are gathered during the upgrade and will increase downtime.  

Having a lot of synonyms – hundreds of thousands – will increase upgrade time because we either have to add an entry to dependency.$ for those synonyms or we have to update an entry.  The number of XDB objects can slow things down because there is a type evolution that goes on between 10g and 11g that slows things down.

To a lesser degree, if COMPATIBLE is increased and there are a lot of data files, then the headers are updated and that can slow things down.  Also, when the redo logs get updated, that can slow performance.�
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Upgrade Length
•

 
Speed up your upgrade performance by:
•

 
Truncating the auditing table SYS.AUD$

•
 

Creating dictionary statistics
 

right before
 

the upgrade
•

 
Oracle 9i:

•
 

Oracle 10g/11g:

SQL> truncate SYS.AUD$;SQL> truncate SYS.AUD$;

SQL> exec DBMS_STATS.GATHER_SCHEMA_STATS 
('SYS', options => 'GATHER',estimate_percent => 
DBMS_STATS.AUTO_SAMPLE_SIZE, method_opt => 'FOR 
ALL COLUMNS SIZE AUTO', cascade => TRUE); 

SQL> exec DBMS_STATS.GATHER_SCHEMA_STATS 
('SYS', options => 'GATHER',estimate_percent => 
DBMS_STATS.AUTO_SAMPLE_SIZE, method_opt => 'FOR 
ALL COLUMNS SIZE AUTO', cascade => TRUE);

SQL> exec DBMS_STATS.GATHER_DICTIONARY_STATS;SQL> exec DBMS_STATS.GATHER_DICTIONARY_STATS;

Presenter�
Presentation Notes�
Customers always ask about this, but it is very difficult to estimate. Upgrade duration can be affected by hardware characteristics (CPU power, IO, available RAM). Beyond that, the most important factor is the number of objects in the database. An EBS database, for example, will have more than 30,000 objects. 

Synonyms get touched to add new entries to DEPDENDENCY$ when you upgrade from Oracle 9i to a higher release. If a customer has more than ~100k synonyms then this can add some additional time to the upgrade downtime. Synonyms will be "touched" and recompiled during the upgrade script process - not during recompilation.

Having dictionary statistics up-to-date for the optimizer it very important if you want to minimize the time it takes to upgrade. If there are no dictionary statistics or they are stale, they will get collected during the upgrade.

Datafile headers get touched, and the format of redo logs can change during upgrade if COMATIBLE will be increased. Thus the low rate of dependency there.
�
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When to Choose Command-Line
•

 
Can afford 30-90 minutes average downtime

•
 

Manual command-line interface is preferred over GUI
•

 
Existing database is at least 9.2.0.4 if upgrading to 11g 
and 9.2.0.8 if upgrading to 11g R2

•
 

Migrating to a new hardware platform with same OS

•
 

Consideration
•

 
Cannot upgrade to a system with a different operating system 
architecture

•
 

More manual steps required
•

 
Potential for errors due to typos, missed details

•
 

Upgrade
 

scripts can be run again and again
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Command Line Upgrade
•

 
Step-by-step:

1.
 

Complete online backup of the database
2.

 
Install 11g Oracle software and apply patch set, PSU etc.

3.
 

Analyze the DB using utlu112i.sql and follow all 
requirements given by the script 

4.
 

Create a new 11g listener with NETCA
5.

 
Switch to the new environment, startup the DB (startup 
upgrade) and create the SYSAUX tablespace

 
(only if source 

db is an Oracle 9i db)
6.

 
Run upgrade script catupgrd.sql

7.
 

Recompile with utlrp.sql -
 

compare with utluiobj.sql
8.

 
Run catuppst.sql if you are upgrading from ≥10g for AWR

9.
 

Check the post upgrade status: utlu112s.sql

Presenter�
Presentation Notes�
Use RMAN to do a backup
Make sure you have a fully patched Home.  Will discuss more in later slides.
Utlu112i is the pre-upgrade script that analyzes the source database.  Take the warnings and make the changes.
Catupgrd.sql is the only upgrade script that you need to run.  (Older versions had several scripts.)
Recompile invalid objects with utlrp.sql.  You can compare invalid objects from before and after the upgrade with utluiobj.sql (starting with 11.1).
Post upgrade script: catuppst.sql
Only necessary when upgrading from 10.1
Located in ?/rdbms/admin
Database is not in upgrade mode anymore
Can be run concurrently with utlrp.sql
Upgrade Automatic Workload repository (AWR) baseline information 
Upgrade ADDM task metadata
Update Oracle Label security (OLS) policies

View the post upgrade status with the utlu112s.sql script so you don‘t have to go through the server log.�
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SQL> STARTUP UPGRADE;SQL> STARTUP UPGRADE;

•
 

Supresses unnecessary error messages like
 ORA-00942: table or view does not exist -

 thus logfiles will be easier to read and check

Upgrade Mode

Taken from an example alert.log

ALTER SYSTEM SET _system_trig_enabled=FALSE SCOPE=MEMORY;
Autotune of undo retention is turned off. 
ALTER SYSTEM SET _undo_autotune=FALSE SCOPE=MEMORY;
ALTER SYSTEM SET undo_retention=900 SCOPE=MEMORY;
ALTER SYSTEM SET aq_tm_processes=0 SCOPE=MEMORY;
ALTER SYSTEM SET enable_ddl_logging=FALSE SCOPE=MEMORY;
Resource Manager disabled during database migration: plan '' not set
ALTER SYSTEM SET resource_manager_plan='' SCOPE=MEMORY;
ALTER SYSTEM SET recyclebin=‘OFF’ DEFERRED SCOPE=MEMORY;
Resource Manager disabled during database migration

Presenter�
Presentation Notes�
Display of alter system commands in the alert log.
When you startup upgrade, we do a lot of things in the background, so if you look at an alert log you‘ll see that we switch off system triggers, advanced queuing, disable the recycle bin, etc.  We don‘t want things contending with what‘s going on during the upgrade process.  We also suppress unnecessary error messages to make thge logiles easier to read.

The upgrade scripts can be run again and again.

$ sqlplus system/Oracle1_g
ERROR:
ORA-39710: only connect AS SYSDBA is allowed when OPEN in UPGRADE mode
�
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When to Choose the DBUA
•

 
Can afford 30 –

 
90 minutes average downtime

•
 

Operating system remains the same
•

 
GUI is preferred over manual command line interface
•

 
Automatically performs useful pre-upgrade checks

•
 

Less error-prone / less manual effort

•
 

Existing database is at least 9.2.0.4 if upgrading to 11g or 
9.2.0.8 for 11g R2

•
 

Note: especially useful for RAC and ASM installations*

•
 

Consideration:
•

 
Source and target Oracle Homes must be on the same system

•
 

Cannot be re-run if an error is encountered mid-upgrade

Presenter�
Presentation Notes�
* Only until 11.1.  Starting in 11.2, ASM is part of the Grid Infrastructure Home.�
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Database Upgrade Assistant (GUI)
•

 
Features:
•

 
Graphically led upgrade

•
 

Lots of important checks
•

 
RAC aware -

 
inclusion of all nodes

•
 

for RAC (almost) a must !!!
•

 
Offline Backup and Restore possible

•
 

ASM upgrade (until 11.1)
•

 
Oracle XE upgrade

 
to SE & EE

•
 

Patch upgrades
•

 
Best Practice: Before you start DBUA
•

 
Run $OH_11g/rdbms/admin/utlu112i.sql in your current 
environment

•
 

Logs:
• $ORACLE_HOME/cfgtoollogs/dbua

•
 

Documented in Chapter 3 of the Oracle®
 

Database Upgrade Guide

Presenter�
Presentation Notes�
Even though the DBUA uses the same pre-upgrade script as the command line, we suggest you run the pre-upgrade script before using the DBUA to be better prepared on the changes you need to make before upgrading.�
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Best Practice 

•
 

Sanity
 

operations:  important checks

Presenter�
Presentation Notes�
Before the upgrade there are some sanity things you need to take care of.�
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Recycle bin
•

 
If upgrading from 10g or 11g, purge the recycle bin before

 the upgrade.

SQL> purge DBA_RECYCLEBIN;SQL> purge DBA_RECYCLEBIN;

Presenter�
Presentation Notes�
If you‘re upgrading from 10g, where the recycle bin is first created and it on by default, always purge your recycle bin before you upgrade.

Most people don‘t realize the recycle bin is on by default.  You can have a lot of objects in there that can slow things down.  Some objects can also cause errors with the upgrade itself.

�



2010 Oracle Corporation 16

•
 

Why DST timezone
 

patches? (DST: Daylight Savings Time)

•
 

Since 2007 DST definitions and timezone
 

names have been 
changed several times

•
 

Timezone
 

versions by release:
•

 
Oracle 9i:

 
TZ V1

•
 

Oracle 10.1:
 

TZ V2
•

 
Oracle 10.2.0.1/2:

 
TZ V2

•
 

Oracle 10.2.0.3: TZ V3
•

 
Oracle 10.2.0.4: TZ V4

•
 

Oracle 11.1:
 

TZ V4
•

 
Source release needs to be patched to

 
TZ V4 –

 otherwise no upgrade will be possible
•

 
Oracle 11.2:

 
TZ V11

•
 

Source release does not have to be patched. 
Timezone

 
conversion will be done in 11.2

Timezone Patches

Presenter�
Presentation Notes�
If upgrading to 11.1, the source database needs to be at Timezone Version 4.  If it is not (10.2.0.3 and lower), it must be patched before upgrading to 11.1.  Otherwise, the upgrade will be stopped.

If upgrading to 11.2, it’s easier.  You don’t have to patch your database before you upgrade.  We give you scripts to run after the upgrade that will fix up the timezones.  11.2 ships with timezone Version 11.  �
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Timezone Patches - 11g Release 2
•

 
Upgrade to Oracle Database 11g Release 2:
•

 
New 11.2-$OH has timezone V11

•
 

No need to patch the source $OH
•

 
Database only needs to be adjusted if you are using the

 datatype TIMESTAMP WITH TIMEZONE
•

 
Conversion done after

 
the upgrade

•
 

See Note 944122.1
•

 
Package DBMS_DST
• DBMS_DST.FIND_AFFECTED_TABLES
• DBMS_DST.BEGIN_UPGRADE 

• DBMS_DST.UPGRADE_DATABASE 
• DBMS_DST.END_UPGRADE 

R2

Presenter�
Presentation Notes�

When you upgrade to 11.2, the new Home will have Version 11.  There is the DBMS DST (Daylight Savings Time) package that has the scripts that will convert the timezone data after you upgrade.

Note that the DBUA will ask you if you want to run the DBMS_DST package after the upgrade.�
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Best Practice 

•
 

Always
 

run the pre-upgrade script:
•

 
Upgrade to Oracle Database 11g

 
: utlu111i.sql

•
 

Upgrade to Oracle Database 11.2
 

: utlu112i.sql

Presenter�
Presentation Notes�
One of the most imporant pre-upgrade steps to do.�
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Pre-Upgrade Check
•

 
Run utlu112i.sql in your current

 
environment

Oracle Database 11.2 Pre-Upgrade Information Tool    09-21-2009 22:33:20        

**********************************************************************          
Database:                                                       
**********************************************************************          
--> name:          ORCL                                           
--> version:       10.2.0.3.0                                     
--> compatible:    10.2.0.3.0                                     
--> blocksize:     8192                                                      
--> platform:      Linux IA (32-bit)                                            
--> timezone file: V4

[..]

**********************************************************************          
Update Parameters: [Update Oracle Database 11.2 init.ora or spfile]             
**********************************************************************          
WARNING: --> "java_pool_size" needs to be increased to at least 64 MB

[..]

**********************************************************************          
Miscellaneous Warnings                                          
**********************************************************************          
WARNING: --> Database is using a timezone file older than version 11.           
.... After the release migration, it is recommended that DBMS_DST package       
.... be used to upgrade the 10.2.0.3.0 database timezone version                
.... to the latest version which comes with the new release.

Oracle Database 11.2 Pre-Upgrade Information Tool    09-21-2009 22:33:20        

**********************************************************************          
Database:                                                       
**********************************************************************          
--> name:          ORCL                                           
--> version:       10.2.0.3.0                                     
--> compatible:    10.2.0.3.0                                     
--> blocksize:     8192                                                      
--> platform:      Linux IA (32-bit)                                            
--> timezone file: V4

[..]

**********************************************************************          
Update Parameters: [Update Oracle Database 11.2 init.ora or spfile]             
**********************************************************************          
WARNING: --> "java_pool_size" needs to be increased to at least 64 MB

[..]

**********************************************************************          
Miscellaneous Warnings                                          
**********************************************************************          
WARNING: --> Database is using a timezone file older than version 11.           
.... After the release migration, it is recommended that DBMS_DST package       
.... be used to upgrade the 10.2.0.3.0 database timezone version                
.... to the latest version which comes with the new release.

Presenter�
Presentation Notes�
Analyzes source database so needs to be run in the source environment.�
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Pre-Upgrade Check
•

 
Get the current version of utlu1nmi.sql

•
 

Download it 
•

 
Note:884522.1

Presenter�
Presentation Notes�
You don’t have to install 11g to get the pre-upgrade script.  You can now download it and analyze your source database before you upgrade.

This also enables Oracle Database Development to enhance it and not have to be tied down to Oracle database release schedules.�
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Best Practice 

•
 

After upgrade leave COMPATIBLE at the 
original value for a week before

 
changing to 

11.1 or 11.2.

Presenter�
Presentation Notes�
We recommend leaving this parameter at the original value (if 10.1 or higher) for a week before changing to 11.1.0.  That way you can still downgrade if there is a problem.  When we talk about fallback strategies, this will be part of the discussion.�
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Parameter COMPATIBLE
•

 
COMPATIBLE has to be at least 10.1.0 for an 11g database

•
 

No way back once ≥11.1.0 has been enabled
•

 
Supported release downgrade to 10.1.0.5, ≥10.2.0.2, ≥11.1.0.6

•
 

No
 

ALTER DATABASE RESET COMPATIBILITY command anymore 

COMPATIBLE = 10.0/1/2.0COMPATIBLE = 10.0/1/2.0

COMPATIBLE = 11.0.0COMPATIBLE = 11.0.0

Presenter�
Presentation Notes�
.

�
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Parameter COMPATIBLE
•

 
DBUA raises COMPATIBLE only

 
for 9i databases

•
 

To enable new features after the upgrade: 
•

 
11.1:

•
 

11.2 :

•
 

Afterwards: restart
 

the database
•

 
New features will be enabled

•
 

Datafile
 

headers will be adjusted
•

 
Redologfiles

 
formats will be adjusted during first access

SQL> alter system 
set compatible='11.1.0' scope=spfile; 

SQL> alter system 
set compatible='11.1.0' scope=spfile;

SQL> alter system 
set compatible='11.2.0' scope=spfile; 

SQL> alter system 
set compatible='11.2.0' scope=spfile;

Presenter�
Presentation Notes�
Data file headers are changed when this command is issued.  Redo log formats are changed on first access.  If the redo logs are big, this can affect performance for awhile after the upgrade, until all redo log changes are complete.�
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Best Practice 

•
 

Do you have a fallback strategy?
 

...
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Fallback Strategies
•

 
Always:
•

 
Create a valid and complete online backup with RMAN

•
 

Test the restore and the recovery at least
 

once!!!

•
 

Downgrade Options:
•

 
Back to Oracle Database 10g/11g
•

 
Use the downgrade scripts catdwgrd.sql and catrelod.sql
•

 
See the Database Upgrade Guide, Chapter 6 and 
Note:443890.1

•
 

Datapump
 

with VERSION parameter (COMPATIBLE can be 
raised)

•
 

Back to Oracle Database 9i
•

 
Export/import

•
 

Use 9i exp to extract the data and 9i imp to import the data back
•

 
Note:158845.1
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Fallback Strategy: catdwgrd.sql
•

 
Downgrade with catdwgrd.sgl
•

 
Note:443890.1
•

 
Downgrade to the release you've upgraded from
•

 
10.1.0.5

•
 

10.2.0.2/3/4
•

 
11.1.0.6/7

•
 

Only possible if COMPATIBLE hasn't been raised!!!
•

 

Please note:

 
A downgrade will only be possible to the release you've upgraded

 

from -

 

so if a 
patch set has been applied always apply it before the upgrade starts -

 

otherwise 
you'll only be able to downgrade to the release you've patched

Presenter�
Presentation Notes�
Downgrade does not rewind time or make the database identical to its pre-upgrade state.  Rather, it changes the dictionary back to be compatible with the version from which the database was upgraded.

�



2010 Oracle Corporation 27

Fallback Strategy: catdwgrd.sql
•

 
Downgrade with catdwgrd.sql

 
to 10g

•
 

Task in 11g environment:

•
 

Switch to your pre-upgrade
 

10g environment:

•

 

Please note: additional steps are required if EM repository resides in the database -

 
please see chapter 6 Downgrading a Database in the Oracle 11g Upgrade Guide

SQL> SPOOL /tmp/downgrade.log
SQL> STARTUP DOWNGRADE
SQL> @catdwgrd.sql
SQL> SPOOL OFF 

SQL> SPOOL /tmp/downgrade.log
SQL> STARTUP DOWNGRADE
SQL> @catdwgrd.sql
SQL> SPOOL OFF 

SQL> STARTUP UPGRADE
SQL> SPOOL /tmp/reload.log
SQL> @catrelod.sql 
-- The catrelod.sql script reloads the appropriate version of 
-- all of the database components in the downgraded database. 

SQL> SPOOL OFF 

SQL> STARTUP UPGRADE
SQL> SPOOL /tmp/reload.log
SQL> @catrelod.sql 
-- The catrelod.sql script reloads the appropriate version of 
-- all of the database components in the downgraded database.

SQL> SPOOL OFF 
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Best Practice 

•
 

After
 

the upgrade ...
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Post Upgrade
•

 
Create system statistics

 
during a regular workload period -

 otherwise non-appropriate values for the CBO will be used:

SQL> select pname NAME, pval1 VALUE, pval2 INFO
from aux_stats$;

NAME                      VALUE INFO
-------------------- ---------- ------------------------------
STATUS                          COMPLETED
DSTART                          04-03-2009 12:30
DSTOP                           05-03-2009 12:30
FLAGS                         1
CPUSPEEDNW        1392.39
IOSEEKTIM                 8.405
IOTFRSPEED           255945.605
...

SQL> select pname NAME, pval1 VALUE, pval2 INFO
from aux_stats$;

NAME                      VALUE INFO
-------------------- ---------- ------------------------------
STATUS                          COMPLETED
DSTART                          04-03-2009 12:30
DSTOP                           05-03-2009 12:30
FLAGS                         1
CPUSPEEDNW        1392.39
IOSEEKTIM                 8.405
IOTFRSPEED           255945.605
...

SQL> exec DBMS_STATS.GATHER_SYSTEM_STATS('start');
... --

 

some time delay while the database is under a typical workload execute 

SQL> exec DBMS_STATS.GATHER_SYSTEM_STATS('stop');

SQL> exec DBMS_STATS.GATHER_SYSTEM_STATS('start');
... --

 

some time delay while the database is under a typical workload execute 

SQL> exec DBMS_STATS.GATHER_SYSTEM_STATS('stop');

Presenter�
Presentation Notes�
Starting in 9.2 the optimizer uses system data to help determine its execution plans: CPU speed, IO characteristics, etc. Having good statistics will help the database develop better query plans.
Another useful case is where you have a production system on a very powerful machine, but a development system that isn‘t as powerful. In this case you can export statistics from the production system and import them to the development system, so that the optimizer in development behaves like it would on the production system. This will help avoid surprises when moving an application from development to production.
For a detailled explanation of values see:
http://www.oracle.com/technology/pub/articles/lewis_cbo.html

System Statistics 
Prior to Oracle9i, the CBO based its calculations on the number of I/O requests that would be needed to satisfy a query, using various constants to massage figures for tablescans and throwing in a few rules to account for things such as caching of small indexes
However, the side effect of estimating I/O requests became a persistent limitation. 
In 9i, Oracle introduced cpu_costing, a mechanism that allows the CPU cost of an operation to be included as part of the overall estimate. This feature is enabled in 9i only if you collect system statistics; in 10g, it's enabled by default. 
So what does cpu_costing do, and what are system statistics exactly? Let's start with system statistics, using a couple of calls to the dbms_stats package to demonstrate. (This example uses 9.2.0.4, and your account will need to be granted the role gather_system_statistics for it to work.) 
execute dbms_stats.gather_system_stats('Start'); -- some time delay while the database is under a typical workload execute dbms_stats.gather_system_stats('Stop'); 
To see what you have done, you can query a table (owned by the SYS schema) called aux_stats$. After gathering system statistics, this table will contain a few critical numbers used by the new optimizer algorithms to calculate costs. (You have to flush the shared_pool to invalidate existing execution plans, though.) The following query will show you the current settings: 
select pname, pval1 from sys.aux_stats$ where sname = 'SYSSTATS_MAIN'; 
The exact list of results is version dependent (the code is still evolving, some versions of Oracle gather more statistics than others) but you will probably see something like this: 
PNAME PVAL1 ------------------------------ ---------- CPUSPEED 564 MAXTHR 13899776 MBRC 6 MREADTIM 10.496 SLAVETHR 182272 SREADTIM 1.468 
10g also introduces a few extra rows with values that are set as the database starts up: 
CPUSPEEDNW 904.86697 IOSEEKTIM 10 IOTFRSPEED 4096 
I've quoted the SQL for convenience; in fact, the approved method for viewing this information is the get_system_stats procedure in the dbms_stats package. There is also a set_system_stats procedure if you want to "adjust" the values without gathering them properly. 
Tablescans 
There are two significant changes that apply to the optimizer cost calculations when system statistics are available. You will note first that sys.aux_stats$ holds values for the following: 
sreadtim: Average time for a single-block read request in milliseconds
mreadtim: Average time for a multi-block read request in milliseconds
MBRC: Average number of blocks in a multi-block read.
Using this information, Oracle can estimate how long it will take to do a tablescan (or index fast full scan). The arithmetic is easy: it's just the number of multi-block reads needed to do the scan, multiplied by the average time to do a multi-block read. Ignoring the minor changes due to automatic segment space management, we just take the high-water mark, and work from there: 
Time to completion = mreadtim * HWM / MBRC. 
Rather then reporting this "time to completion" as the cost of the query, Oracle restates the time in terms of the equivalent number of single block reads. To do this, simply divide the time to completion by the average time for a single-block read. 
Cost = time to completion / sreadtim 
Or, putting the two formulae together and rearranging terms: 
Cost of tablescan = (HWM / MBRC) * (mreadtim / sreadtim) 
From this example, you can see that the cost of a query is the time to completion of a query, but expressed in units of single block reads rather than in proper time units. 
When you start using system statistics, the optimizer automatically starts to be more "sensible" when choosing between tablescans and indexed access paths because the cost of the multiblock reads used for tablescans will include a proper and appropriate time component. 
Historically, the cost of a tablescan was simply: 
Cost of tablescan = HWM / (modified db_file_multiblock_read_count). 
This formula made little allowance for the fact that your choice of value for the parameter db_file_multiblock_read_count could be unrealistic, nor did it allow for the extra time that an extremely large db_file_multiblock_read_count would take compared to a single block read. 
This weakness is largely why Oracle created the optimizer_index_cost_adj parameter in 8.1.6 to allow you to introduce a factor that was similar in intent to the mreadtim that you collect in system statistics. (You may have spotted the similarity between the mreadtim/sreadtim element in the new cost formula, and the common method for estimating a sensible optimizer_index_cost_adj.) But there are some unexpected side effects to using the optimizer_index_cost_adj parameter that can cause problems and the mechanisms that come into play when you start using system statistics are much more robust. 
It is still meaningful, by the way, to use optimizer_index_cost_adj as a clue to table caching effects (specifically, what percentage of single block table reads are likely to turn into real read requests) even when using system statistics. There are some indications in 10g, though, that even this clue will become unnecessary in the not too distant future. 


�
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Post Upgrade
•

 
Create fixed table (X$) statistics
•

 
Directly after catupgrd.sql has been completed
•

 
This will speed up the job processing for recompilation with 
utlrp.sql

•
 

Again: after a few days regular database workload

SQL> exec DBMS_STATS.GATHER_FIXED_OBJECTS_STATS;SQL> exec DBMS_STATS.GATHER_FIXED_OBJECTS_STATS;

Presenter�
Presentation Notes�
The access to x$ tables is much better if you gather fixed object status right after the upgrade
And then again a few days later once you have run a regular database workload.

Bug4562382:
==================
Details:
The preupgrade utility (utlu102i.sql) or the DBUA pre-upgrade analysis can take an excessive amount of time.
Workaround:
Gather statistics in the original release prior to running the DBUA or running the utlu102i.sql script.
Bug: 4582258
===================
UTLU102I.SQL ALWAYS REPORTS COMPONENT SCHEMAS WITH STALE STATISTICS: SYS  

--------------------------------------

Fixed objects are X$ tables, and we do not gather stats on them by default (not even the automated job). It‘s a good idea to gather stats on these objects after the upgrade. These objects shouldn‘t change much, so gather after upgrade will be good for a long time.
�
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Prevent execution plan changes

•
 

Classical approach:
•

 
Rule Based Optimizer

 
(RBO desupport

 

since Oracle 10g - Note:189702.1)

•
 

Hints
•

 
Stored Outlines

•
 

Rewriting SQL statements
• optimizer_features_enabled=n.n.n

•
 

Change specific optimizer parameters
•

 
Import and lock

 
object and systems statistics

•
 

Modern, efficient and better resource consumption:
•

 
SQL Plan Management

Presenter�
Presentation Notes�
Some customers think that we will Rule Based Optimizer if you don‘t have statistics on a table. This is not true. There is no OPTIMIZER_MODE=RULE anymore; using the rule based optimizer requires the +rule hint. If no statistics optimizer_dynamic_sampling used with =2 (first 64 blocks sampled)

Stored Outlines can be complex if you have a lot of statements. Also, they have been desupported as of 11g. They will still work, but if there is a bug we won‘t fix it. They also won‘t know about new featueres that could make statements run faster.

Rewriting SQL statements can work, but you may not have access to the code in question. Even if you do, it‘s a lot of wrok.

OPTIMIZER_FEATURES_ENABLE is a good try at mimicking earlier versions, but it‘s not perfect.

Tweaking optimizer parameters can work too, but sometimes you push a button in one place and it has unexpected effects.

Preserving and locking statistics from an earlier version can work, but again makes it impossible to take advantage of some features that could make the optimizer even better.

SQL Plan Management is free in 11g, and we will talk about that next.

-�



2010 Oracle Corporation 33

Statement log

With SQL Plan Management

HJ

HJ

GB

Parse

•

 

SQL statement is parsed for the first time and a plan is generated
•

 

Check the log to see if this is a repeatable SQL statement
•

 

Add SQL statement signature to the log and execute it
•

 

Plan performance is still “verified by execution”

Execute Plan Acceptable
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With SQL Plan Management
•

 

SQL statement is parsed again and a plan is generated
•

 

Check log to see if this is a repeatable SQL statement
•

 

Create a Plan history and use current plan as SQL plan baseline
•

 

Plan performance is “verified by execution”

Statement log

Parse

HJ

HJ

GB

HJ

GB

Plan baseline

HJ

Execute Plan Acceptable

Presenter�
Presentation Notes�
Plan history in SYSAUX.
When the SQL statement is reparsed, the optimizer considers only the accepted plans in the history. This set of accepted plans for that SQL statement is called a SQL plan baseline, or baseline for short. �
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With SQL Plan Management
•

 

Something changes in the environment
•

 

SQL statement is parsed again and a new plan is generated
•

 

New plan is not the same as the baseline –

 

new plan is not executed but marked for 
verification

NL

NL

GB

Parse

Statement log

HJ

GB

Plan baseline

HJ

GB

NL

NL
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With SQL Plan Management
•

 

Something changes in the environment
•

 

SQL statement is parsed again and a new plan is generated
•

 

New plan is not the same as the baseline –

 

new plan is not executed but marked for 
verification 

•

 

Execute known plan baseline -

 

plan performance is “verify by history”

Parse

HJ

HJ

GB

Statement log

HJ

GB

Plan baseline

HJ

GB

NL

NL

Execute Plan Acceptable

Presenter�
Presentation Notes�
With baseline use enabled, when the optimizer reparses a SQL statement, it examines the plans stored in the baseline for that SQL statement and chooses the best among them. The optimizer also still reparses the SQL statements—the presence of a baseline does not prevent that—and if the newly generated plan is not found in the plan history of the SQL, it will be added, but not as “accepted.”So, if the newly generated plan is worse, the performance of the SQL will not be affected, because the plan is not used. 
you can examine the new plan later, and if it is better, you can accept it—after which the optimizer will consider it.
when the baseline was enabled, the optimizer selected the best plan from the set of accepted plans stored in the baseline. �
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Verifying the new plan
•

 
Non-baseline plans will not be used until verified

•
 

DBA can verify plan at any time

Invoke or schedule
verification

Optimizer 
checks if new 
plan is as good 
as or better 
than old plan

Statement log

Plan 
history

HJ

HJ

GB

Plan baseline
GB

NL

NL Plans which perform as good as or 
better than original plan are added to 
the plan baseline

GB

NL

Plans which don’t 
perform as good as 
the original plan 
stay in the plan 
history and are 
marked 
unaccepted

DBA

NL

NL

Statement log

HJ

GB

Plan baseline

HJ

GB

NL

NL

Presenter�
Presentation Notes�
With SQL plan management, you can examine all the available plans in the plan history for a SQL statement, compare them to see their relative efficiency, promote a specific plan to accepted status, and even make a plan the permanent (fixed) one. �
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SQL Plan Management – the details

•
 

Controlled by two init.ora
 

parameter 
•

 
optimizer_capture_sql_plan_baselines
•

 
Controls auto-capture of SQL plan baselines for repeatable stmts

•
 

Set to FALSE
 

by default in 11gR1
•

 
optimizer_use_sql_plan_baselines
•

 
Controls the use of existing SQL plan baselines by the optimizer

•
 

Set to TRUE
 

by default in 11gR1
•

 
Monitoring SPM
•

 
Dictionary view DBA_SQL_PLAN_BASELINE

•
 

Via the SQL Plan Control in EM DBControl
•

 
Managing SPM
•

 
PL/SQL package DBMS_SPM or via SQL Plan Control in EM DBControl

•
 

Requires the ‘administer sql
 

management object’
 

privilege

Presenter�
Presentation Notes�
By default, capture is disabled—that is, SQL plan management does not capture the history for the SQL statements being parsed or reparsed. 
Plan in Baseline can be:
Enabled indicates whether the plan is active. 
Accepted indicates whether the plan should be considered by the optimizer. If more than one plan is accepted, the optimizer will select the best plan among them.
Fixed indicates whether the plan is to be used permanently for that SQL statement. If more than one plan is fixed, the optimizer will select the best plan among them. 
Auto Purge indicates whether the plan, if unused, will automatically be deleted from the plan history after a specified amount of time. Unused plans are automatically deleted from the plan history after a specified amount of time, unless auto purge is disabled. The time after which the unused plans are deleted is shown in Figure 1, next to the Plan Retention(Weeks) label. In this case, it is set to 53 weeks, but you can change it by clicking the Configure button. 
�
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SPM Plan Capture – Bulk

•
 

From SQL Tuning Set (STS) 
•

 
Captures plan details for a (critical) set of SQL Statement in STS

•
 

Load these plans into SPM as baseline plans 
•

 
From Stored Outlines
•

 
Migrate previously created Stored Outlines to SQL plan baselines

•
 

From Cursor Cache
•

 
Load plans from the cursor cache into SPM as baseline plans
•

 
Filters can be specified (SQL_ID, Module name, schema)

•
 

From staging table
•

 
SQL plan baselines can be captured on another system

•
 

Exported via a table (similar to statistics) and imported locally
•

 
Plan are “unpacked”

 
from the table and loaded into SPM
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Real Application Testing
•

 
Goal:
•

 
Record and replay a real workload to see how the new system 
performs

•
 

Find regressions and changing plans before the upgrade

•
 

Licensable database pack "Real Application Testing"
Available since Oracle Database 11.1.0.6
Available with patch set 10.2.0.4
Available as single patch for 9.2.0.8 and 10.2.0.2/3

For patch numbers please see Note:560977.1



2010 Oracle Corporation 41

Oracle Real Application Testing

Database Replay

•

 

Replay actual production database 
workload in test environment

•

 

Identify, analyze and fix potential 
instabilities before making changes to 
production

•

 

Capture Workload in Production
•

 

Capture full production workload with real 
load, timing & concurrency characteristics

•

 

Move the captured workload to test system
•

 

Replay Workload in Test
•

 

Make the desired changes in test system
•

 

Replay workload with full production 
characteristics

•

 

Honor commit ordering
•

 

Analyze & Report
•

 

Errors
•

 

Data divergence 
•

 

Performance divergence

SQL Performance Analyzer

•

 

Enables identification of SQL performance 
regressions before end-users can be 
impacted 

•

 

SPA can help with any change that impacts 
SQL execution plan

•

 

DB upgrades
•

 

Optimizer statistics refresh
•

 

New indexes, Materialized Views, Partitions, 
etc.

•

 

Automates SQL performance tracking of 
hundreds of thousands of SQL statements 
–

 

impossible to do manually
•

 

Captures SQL workload with low overhead
•

 

Integrated with SQL Tuning Advisor and 
SQL Plan Baselines for regression 
remediation
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Real Application Testing
•

 
Real Application Testing consists of:
•

 
Database Replay 

•

 

Package

 

DBMS_WORKLOAD_CAPTURE
Capture works in 9.2.0.8 and 10.2.0.2/3/4 and 11.1.0.x and 11.2.0.x

•

 

Package DBMS_WORKLOAD_REPLAY
Replay works in 11.1.0.x and 11.2.0.x

•
 

SQL Performance Analyzer (SPA)
•

 

Package DBMS_SQLPA
Collecting statements works in:

9.2.0.x and 10.1. 0.x with sql tracing
10.2.0.2/3/4 and 11.1.0.x and 11.2.0.x by capturing from cursor cache

Evaluation and comparison works with:
10.2.0.2/3/4 and 11.1.0.x and 11.2.0.x

•
 

SQL Tuning Sets (STS)
•

 

Package

 

DBMS_SQLTUNE

Presenter�
Presentation Notes�
Database Replay is helpful only for upgrades to 11g. SQL Performance Analyzer, on the other hand, can be used for upgrades from 9.2.0.8 to 10.2.0.2, 10.2.0.3, 10.2.0.4, and for patch upgrades starting with 10.2.0.2 and higher.

Real Application Testing includes the DBMS_SQLTUNE package, which you can also get via the Tuning Pack.�
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Testing Pre-Upgrade Steps

•
 

Testing on the new Database Release
•

 
Use hardware identical to product

•
 

Use a copy of the ‘live’
 

data from product
•

 
Ensure all important queries and reports are tested

•
 

Capture all necessary performance information during tests
•

 
Ensure comparable test results are available for your current 
Oracle release

•
 

Capture current 10g execution plans
•

 
Using SQL Performance Analyzer

•
 

Using Stored Outlines
•

 
Using SQL Tuning Sets

•
 

Using exported SQL plan baselines
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Testing on the new database release 
Removing old Optimizer hints

•
 

If there are hints for every aspect of the execution plan 
the plan won’t change between releases (Stored Outline)

•
 

Partial hints that worked in one release may not work in 
another

•
 

Test all SQL stmts
 

with hints on the new release using 
the parameter _optimizer_ignore_hints=TRUE
•

 
Chance are the SQL stmts

 
will perform better without any hints
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Capturing Plans using SQL Tuning Set

Oracle Database 11g

Plan Baseline

Plan History

Database Upgrade

Oracle Database 11g

Well tuned 
plan

No plan 
regressions

HJ

GB

HJ

Oracle Database 10gR2

1. Create STS for 
critical statements

2. Upgrade 
to 11g

3. Bulk load plans into 
SPM

DBA

HJ

GB

HJ

HJ

GB

HJ

Presenter�
Presentation Notes�
STS samo za 10gR2, STS in 10.1 ne hvata exec plan�
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Capturing Plans using an 11g test env

Development / Test Database 11g

Well tuned 
plan

Baseline 
plans 
staging table

Production Database 11g

No plan 
regressions

HJ

GB

HJ

HJ

GB

HJ

DBA

Plan Baseline

Plan History

HJ

GB

HJ1. Create 
baselines from 
tuned stmts

2. Create staging 
table & pack  
baselines into it

3. Export staging 
table

4. Import staging 
table

Plan Baseline

Plan History

HJ

GB

HJ

5. Unpack baselines 
into SPM
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Capturing Plans using SPA

Plan Baseline

Plan History

HJ

GB

HJ

Oracle Database 10g

Oracle Database 11g

HJ

GB

HJ Well 
tuned 
plans

HJ

GB

HJ

HJ

GB

HJ

O_F_E=10

O_F_E=11

Regressing 
statements

Before 
change

After 
change

HJ

GB

HJ

No plan 
regressions

optimizer_features_enable

SQL 
Performance 
Analyzer



2010 Oracle Corporation 49

SQL Plan Management - general 
upgrade strategy

Plan Baseline

Plan History

HJ

GB

HJ

Oracle Database 11g
O_F_E=101. Set OFE to 

previous release

HJ

GB

HJ

No plan 
regressions

2. Run all SQL in the 
Application and auto 
load SQL Plan Baselines 
with 10g plan

• Seeding the SQL Plan Baselines with 10g plans No plan change on upgrade

• After all SQL Plan Baselines are populated switch Optimizer_Features_Enable to 11g

• new 11g plans will only be used after they have been verified

O_F_E=11
4. After 
plans are 
loaded 
change 
OFE to 11

optimizer_features_enable

HJ

GB

NL

5. 11g plan queue 
for verification

3. Auto Capture 10g 
plans
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What to do with statistics after 
upgrade

•
 

Use last known 10g stats until system is stable
•

 
Switch on incremental statistics for partitioned tables
• DBMS_STATS.SET_GLOBAL_PREFS('INCREMENTAL','TRUE');

•
 

Temporarily switch on pending statistics
• DBMS_STATS.SET_GLOBAL_PREFS(‘PENDING’,’TRUE’);

•
 

Gather 11g statistics
• DBMS_STATS.GATHER_TABLE_STATS(‘sh’,’SALES’);

•
 

Test your critical SQL statement with the pending stats
• Alter session set optimizer_use_pending_statistics=TRUE;

•
 

When proven publish the 11g statistics
• DBMS_STATS.PUBLISH_PENDING_STATS();

Presenter�
Presentation Notes�
DO not gather stats immediately after upgrade�
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Demo SQL Performance Analyzer 
& DB Replay for Upgrade 10.2 ->11g
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